Integrated thermal and mechanical analysis of composite plates and shells
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Abstract

Thermal and mechanical analyses of structures are usually performed with non-consistent tools leading to an excessive effort in data adaptation. The application of 2D finite elements for both tasks relaxes this deficiency. With thermal lamination theories assuming a linear or quadratic temperature distribution in the thickness direction, suitable elements are developed and experimentally verified for both steady-state and transient problems. On the basis of a 2D global analysis accurate transverse stresses can be determined from local equilibrium conditions. For laminated plates and cylindrical shells a procedure is presented which allows us to reduce the order of shape functions.

1. Motivation and introduction

Cost reduction, increased damage tolerance and improved failure prediction will be key issues for widening the application of composite materials. On the one hand, new fabrication technologies based on dry-fibre preforms and resin injection promise a big potential for cost reduction, and, on the other hand, the whole development chain for composite structures ranging from design over analysis to fabrication and qualification can be made much more efficient by providing an integrated development environment. Major elements of such an environment are analysis tools integrating all analysis disciplines which are necessary for safe and economic design and layout of composite structures. The present paper focuses on modern aerospace structures under simultaneous thermal and mechanical loading, e.g. composite airframe structures for the next generation of commercial airliners when exposed to high levels of solar irradiation, large orbital structures under thermal cycling, the load-carrying structures of future reusable launchers or advanced ceramic propulsion components. The major disciplines involved are thermal and stress analysis. This paper presents finite-element methods which provide the full 3D temperature and stress fields based on a shell representation of the composite structure only. The 3D stress field is of special importance with respect to failure prediction, since transverse stresses, which are usually neglected, can very much influence both the onset and growth of delaminations and failure under compressive loads transverse to the fibres. Consequently, advanced failure criteria for composites [6,10,21] account for the three-dimensional (3D) state of stress.

2. Thermal analysis

2.1. State of the art in 3D thermal analysis

Most composite materials are thermally anisotropic and inhomogeneous since the conductivities of fibres and matrix differ significantly. This must be taken into account if accurate results are to be achieved.

Padovan [19] has therefore proposed a layerwise discretisation with 3D elements, which is very costly. The effort can be reduced by modelling a couple of layers with only one 3D element [37]. However, the influence of the stacking sequence within one element is ignored. 2D elements for axisymmetric problems with variable polynomial degree of the shape functions in both the longitudinal and radial directions [3,36] are capable of describing the pronounced non-linear transverse temperature distribution which occurs in extremely thick-walled cylindrical structures.
In thin-walled to moderately thick-walled structures, the transverse temperature distribution can be approximated by a linear or quadratic function. This is the basic assumption of thermal laminate theories (TLT) for composite structures [27–29]. They allow for the setting up of 2D finite elements capable of describing the full 3D heat conduction problem. A linear temperature distribution as assumed by the linear TLT provides good results for steady state and transient problems. Under extremely concentrated loads and during the initial phase of transient processes, a quadratic temperature distribution is more suitable. Very good performance of the quadratic TLT and the related finite-element analysis has been shown for linear and non-linear problems.

Noor and Burton [15] have proposed a predictor/corrector approach where they have applied the linear TLT in the predictor phase; in the corrector phase they have used the 3D heat-conduction equation and the constitutive law in order to improve the linear temperature distribution in thickness direction. Argyris et al. [2], and Argyris and Tenek [1] have used the linear TLT in conjunction with triangular elements for solving steady-state problems with non-linearities caused by radiative boundary conditions and temperature-dependent conductivities. Subsequently, a short description of the TLT is given and related finite shell elements are presented together with applications to non-linear problems and experimental verifications.

2.2. Development of computational strategy

On the conditions

- that the thermal conductivity in the thickness direction is identical for all layers, and
- that there is no heat-transfer resistance at the interfaces,

the temperature distribution in the thickness direction of a laminated composite plate can in many cases be expressed by a linear function. This is the fundamental assumption of the linear TLT. It can be formulated as

\[
T(x_1, x_2, x_3) = T^{(0)}(x_1, x_2) + T^{(1)}(x_1, x_2)x_3
\]

(1)

where \(T^{(0)}\) and \(T^{(1)}\) are the temperature and the gradient in thickness direction of the reference plane, respectively. \(x_1\) and \(x_2\) are the in-plane coordinates while \(x_3\) denotes the thickness direction. Non-linear temperature distributions in the thickness direction can occur in cases of

- large temperature gradients in the thickness direction in conjunction with temperature-dependent thermo-physical properties,
- transient problems with rapid heating
- spatially concentrated thermal loads.

In such cases, the quadratic TLT is better suited. It assumes

\[
T(x_1, x_2, x_3) = T^{(0)}(x_1, x_2) + T^{(1)}(x_1, x_2)x_3 + \frac{1}{2} T^{(2)}(x_1, x_2)x_3^2,
\]

(2)

which can be expressed in matrix form as

\[
T = X_{QL}p_{QL},
\]

(3)

where

\[
X_{QL} = \begin{bmatrix}
1 & 0 & 0 & x_3 & 0 & 0 & \frac{1}{2}x_3^2 & 0 & 0
\end{bmatrix}
\]

(4)

comprises the approximation function in thickness direction and

\[
p_{QL} = \begin{bmatrix}
T^{(0)} & T^{(0)}_1 & T^{(0)}_2 & T^{(1)}_1 & T^{(1)}_2 & T^{(2)}_1 & T^{(2)}_2
\end{bmatrix}
\]

(5)

is the vector of functional degrees of freedom. Given this, the gradient can be written as

\[
\text{grad}T = X_{QL}p_{QL}
\]

(6)

with

\[
Y_{QL} = \begin{bmatrix}
0 & 1 & 0 & 0 & x_3 & 0 & 0 & \frac{1}{2}x_3^2 & 0 \\
0 & 0 & 1 & 0 & x_3 & 0 & 0 & \frac{1}{2}x_3^2 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & x_3 & 0 & 0
\end{bmatrix}
\]

(7)

The index ‘QL’ points to the quadratic TLT. When introducing this approach into Fourier’s law of heat conduction

\[
q = -\bar{K}\cdot\text{grad}T
\]

(8)

it follows

\[
q = -\bar{K}Y_{QL}p_{QL}.
\]

(9)

\(q\) denotes the heat flux vector and \(\bar{K}\) is the rank-2-tensor of the thermal conductivity of a unidirectional lamina with monoclinic symmetry. Multiplying Eq. (9) with \(Y_{QL}^T\) from the left side and integrating over the thickness provides the quadratic law of heat conduction of the laminate

\[
\tilde{Q}_{QL} = -\bar{K}_{QL}p_{QL}.
\]

(10)

where

\[
\bar{K}_{QL} = \int_h Y_{QL}^T \bar{K} Y_{QL} dx_3
\]

(11)

is the quadratic matrix of heat conduction of the laminate. Writing Eq. (10) in component form gives
The laminate reads as follows

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hat{Q}_1 & \hat{Q}_2 & \hat{Q}_3 & \hat{M}_1^{(q)} & \hat{M}_2^{(q)} & \hat{M}_3^{(q)} & \hat{M}_3^{(q)} & \hat{M}_1^{(q)} \\
A_{11}^{(q)} & A_{12}^{(q)} & A_{13}^{(q)} & 0 & 0 & 0 & 0 & 0 \\
A_{21}^{(q)} & A_{22}^{(q)} & A_{23}^{(q)} & 0 & 0 & 0 & 0 & 0 \\
A_{31}^{(q)} & A_{32}^{(q)} & A_{33}^{(q)} & 0 & 0 & 0 & 0 & 0 \\
D_{11}^{(q)} & D_{12}^{(q)} & D_{13}^{(q)} & 0 & 0 & 0 & 0 & 0 \\
D_{21}^{(q)} & D_{22}^{(q)} & D_{23}^{(q)} & 0 & 0 & 0 & 0 & 0 \\
D_{31}^{(q)} & D_{32}^{(q)} & D_{33}^{(q)} & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix} = 0
\]

where the coefficients of the heat conduction matrix of the laminate are

\[
\begin{bmatrix}
\hat{Q}_i \\
\hat{M}_1^{(q)} \\
\hat{M}_2^{(q)} \\
\hat{M}_3^{(q)} \\
\hat{M}_3^{(q)} \\
\end{bmatrix}
= \int_h \frac{1}{\lambda_3} \begin{bmatrix} x_3 \end{bmatrix} dx_3. 
\]

It should be pointed out that \( \hat{M}_3^{(q)} \) and \( \hat{M}_3^{(q)} \) are always decoupled from the in-plane coordinates \( x_1 \) and \( x_2 \), which is a result of the monoclinic symmetry of the individual layers. However, the theory can also account for non-monoclinic laminates, e.g. with fibres that are not parallel to the middle surface of the layers (stitched multi-axial laminates). There are merely additional coupling terms to be accounted for.

The index 'QL' is hereafter omitted, indicating that either of the TLTs can be applied. Both theories can be favourably used for constructing special finite elements. The starting point is the weak form of the general heat conduction equation

\[
\int_\Omega \text{div} (\bar{\kappa} \text{grad} T) v d\omega = \int_\Omega \rho c \bar{T} v d\omega,
\]

where \( \rho \) and \( c \) denote density and specific heat capacity of the composite material, \( \omega \) is the domain in \( \mathbb{R}^3 \), and \( v \) stands for the test functions. Boundary conditions are specified as

\[
T = \bar{T} \quad \text{on} \quad \Gamma_1
\]

and

\[
\vec{q}^T \mathbf{n} - q_c - \vec{q} = 0 \quad \text{on} \quad \Gamma_2
\]

\( \bar{T} \) and \( \vec{q} \) are prescribed temperature and heat flux, respectively, \( \mathbf{n} \) is the outward normal vector at the boundary \( \Gamma_2 \), and \( q_c \) describes convective heat exchange as

\[
q_c = h_c (T - T_{ak}).
\]

\( h_c \) denotes the convection coefficient and \( T_{ak} \) is the ambient temperature. Eq. (17) does not take into account radiation boundary conditions. They will be added after having derived the system of finite-element equations. Applying Green’s law to Eq. (15) allows for shifting one order of differentiation from the unknown variable \( T \) to the test functions:

\[
- \int_\Omega (\text{grad} v)^T \bar{\kappa} \text{grad} T d\omega + \int_{\Gamma_2} \left( \bar{\kappa} \text{grad} T \right)^T \mathbf{n} v d\gamma = \int_\Omega \rho c \bar{T} v d\omega.
\]

Introducing Eqs. (3) and (6) and splitting the domain according to

\[
\begin{equation}
\end{equation}

\[ d\omega = da \cdot dx_3 \] \hfill (20)

yields
\[
\int_A^X \hat{\nabla} K \hat{\rho} \, da + \int_{\Gamma_t} h_c \chi^T X \hat{\rho} \, ds + \int_A^X \chi^T \hat{C} \hat{\theta} \, da = \int_{\Gamma_t} (h_c T_{ak} - \bar{\theta}) \chi^T X^T \, ds,
\] \hfill (21)

where \( \chi \) comprises the functional degrees of freedom of the test functions and \( \hat{C} \) is the heat capacity matrix of the laminate
\[
\hat{C} = \rho c \int \chi^T X \, dx_3.
\] \hfill (22)

A simple discretisation using quadrilateral elements and bilinear shape functions leads to a conforming finite-element approximation. It is expressed by
\[
\rho = \bar{N} \theta,
\] \hfill (23)

where \( \bar{N} \) comprises the shape functions and \( \theta \) is the vector of nodal degrees of freedom. \( \theta \) contains eight components for the linear TLT and 12 for the quadratic theory. The related finite elements are denoted QUADTL and QUADQL. Inserting Eq. (23) into Eq. (21) finally leads to the finite-element equation system
\[
K \Theta + \hat{C} \hat{\Theta} = Q,
\] \hfill (24)

where \( \Theta \) is the global vector of unknowns, \( Q \) is the finite-element thermal load vector, and \( K \) and \( \hat{C} \) denote the finite element conduction and capacity matrix, respectively. They appear as
\[
K = \sum_{i=1}^{n_e} \left( \int_{A_i} \bar{N}^T \hat{K} \bar{N} \, da + h_c \int_{\Gamma_{nt}} \bar{N}^T X^T \bar{N} \, ds \right),
\] \hfill (25)
\[
\hat{C} = \sum_{i=1}^{n_e} \left( \int_{A_i} \bar{N}^T \hat{C} \bar{N} \, da \right),
\] \hfill (26)
\[
Q = \sum_{i=1}^{n_e} (h_c T_{ak} - \bar{\theta}) \int_{\Gamma_{nt}} \bar{N}^T X^T \, ds.
\] \hfill (27)

Radiation exchange can be taken into account by adding the radiation load vector
\[
Q_r = T^T S_A T \Theta^4
\] \hfill (28)

to the right-hand side of Eq. (24), where \( S_A \) is the radiation exchange matrix and \( T \) is a matrix for transforming the radiative load from the elements to the nodal points.

That is required since \( S_A \) is defined between elements according to
\[
S_A = \sigma_{SB} \left( I - \bar{F} \right) \bar{A} \bar{\varepsilon} \left( I - \bar{F} (I - \bar{F}) \right)^{-1},
\] \hfill (29)

where \( \sigma_{SB} \) is the Stefan–Boltzmann-constant, \( \bar{A} \) and \( \bar{\varepsilon} \) are diagonal matrices of the element area and emissivities. \( \bar{F} \) is the symmetric view factor matrix the evaluation of which is usually very time consuming. This, together with the strong non-linearity [cf. Eq. (28)] makes radiative boundary conditions very costly. Additional non-linearities can occur as a consequence of the temperature dependence of the thermo-physical properties.

2.3. Numerical examples

The performance of the finite elements QUADTL and QUADQL for non-linear problems is demonstrated by two examples. The first is a skin-stringer configuration with stacking sequences \([0|45|0|45|0|90|0|90]\)sym for the skin and \([0|45|0|90|90]\)sym for the stringer. It is exposed to a concentrated heat flux of 20 kW/m². There are adiabatic boundary conditions on the upper side of the skin and convection with \( h_c = 30 \) W/m² K on the lower side and on both sides of the stringer. Non-linearity is caused by the temperature-dependent thermo-physical properties which are given in Table 1.

Fig. 1 shows steady-state temperature distributions on the upper side of the skin calculated by QUADTL, QUADQL and MSC/NASTRAN. The NASTRAN results were achieved by using a 3D model with one

<table>
<thead>
<tr>
<th>( T ) (°C)</th>
<th>( k_1 ) (W/mK)</th>
<th>( k_2 ) (W/mK)</th>
<th>( \epsilon ) (J/gK)</th>
<th>( \rho ) (g/cm³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>54.0</td>
<td>0.96</td>
<td>0.84</td>
<td>1.66</td>
</tr>
<tr>
<td>120</td>
<td>86.4</td>
<td>1.06</td>
<td>1.09</td>
<td>1.66</td>
</tr>
</tbody>
</table>

Table 1

Thermo-physical properties of M50/epoxy

Fig. 1. Comparison of QUADTL and QUADQL with 3D results (non-linear analysis).
HEXA element per layer. This results in a computing time which is 30 to 60 times greater, as compared to QUADQL or QUADTL, respectively. Nevertheless, the approximation of the QUADTL and QUADQL results to the 3D solution is very good. A slight change of the stacking sequence of the skin to \([90_2;0_2;45_3;0_4;45_3;0_6]_{sym}\) has a significant influence on the peak temperature which is very well reflected by both of the elements (thick solid line in Fig. 1).

The representation of radiative boundary conditions is tested by the example of a two-layered plate \((+45[-45], \ k_1=30 \ W/mK, \ k_2=1.1 \ W/mK)\) subjected to a heat flux of 500 W/m². Radiation with \(\varepsilon=0.9\) is assumed on the upper side of the plate, whereas convection with \(h_c=30 \ W/m^2 \ K\) acts on the lower side. Fig. 2 shows QUADTL and 3D-MSC/NASTRAN results. The overall agreement is excellent, only a small deviation occurring at the bottom side directly underneath the load.

2.4. Experimental verification

Experimental investigations were carried out in order to verify the results of the elements QUADTL and QUADQL. Heating up a plate uniformly from one side would have been rather simple. However, such a loading condition would cause a 1D transverse heat flow through the plate which is not affected by the stacking sequence. However, the stacking has a big influence in the case of 3D heat flow which occurs, for example, in structures like that depicted in Fig. 1. Thus, three geometrically identical T-shaped test structures differing only in the stacking sequences were selected. Furthermore, an extremely anisotropic CFRP material with \(k_1/k_2=295\) (at room temperature and for 0.65 fiber-volume fraction) was chosen.

The temperature fields of the three test structures differ the more, the higher the temperature gradients are within the structures. Therefore, tests with cooling the stiffener by liquid nitrogen were carried out leading to a temperature difference of more than 300°C within the structure. Such extreme conditions can arise in a future launch vehicle with a hot outer skin and cryogenic fuel inside. However, realistic thermophysical data for the cryogenic temperature range were not available. They had to be estimated so that only a qualitative comparison between tests and calculation was possible. Additionally, tests with conventional air cooling were conducted. The effects were much smaller, but a qualitative comparison of tests and calculations was feasible.

Fig. 3 shows a bottom and a top view of one of the T-shaped test structures. The wires of the thermocouples (type K, DIN IEC 584) can be clearly seen. The sampling points are located at the ends of the wires in the symmetry plane of the test structure. The thermocouples are concentrated near the root of the stiffener, where the highest temperature gradients were expected. By that means, the temperature distributions along lines A and B (cf. Fig. 4) could be accurately recorded. Table 2 lists the thermo-physical properties. While the conductivity of the matrix and the specific heat capacity were measured, the conductivities of the fibre were provided by the

![Fig. 2. Representation of radiative boundary conditions.](image)

![Fig. 3. CFRP test structure with thermocouples.](image)
manufacturer. The thermal conductivities of a unidirectional layer are needed as input data for the finite-element calculation. The conductivity in the fibre direction, \( k_1 \), was calculated from the rule of mixtures, the conductivity perpendicular to the fibres, \( k_2 \), was determined by use of the self-consistent formula recently qualified [30]. Since no thermo-physical data of FT700/LY556 were available for the cryogenic temperature range, measurements on an M40A/epoxy specimen [9] were used. Derived from those are the temperature coefficients given in Table 3. However, since the FT700 fibre is much stiffer than the M40A fibre, the applicability of the coefficients is still to be proved. Three test structures were fabricated, the stacking sequences of which are quoted in Table 4 and schematically depicted in Fig. 5. Only the sequence, but not the number of 0°, ±45°, 90° layers, was changed in order to show the influence of the stacking sequence on the temperature field.

The test set-ups with air and liquid nitrogen cooling are shown in Fig. 6. In both cases the heat was introduced along a line in stiffener direction (0° direction) by an infrared radiator lamp. The remaining upper surface of the structure was covered with insulation material. The boundary conditions on the lower side were convection in the case of air cooling, and adiabatic and constant temperature in the case of liquid-nitrogen cooling. The ribs improved the efficiency of the liquid-nitrogen cooling.

At the beginning of the tests with air cooling, the test structures were at room temperature (isothermal). In the case of liquid-nitrogen cooling, no isothermal state was achievable; however, a well-defined initial temperature distribution could be recorded. It was heated until below the lamp the structure had reached a maximum temperature of 130°C. The surface below the radiator was covered by a 5-mm thick aluminum strip, which

### Table 2
Thermo-physical properties of FT700/LY556

<table>
<thead>
<tr>
<th>( T (\degree C) )</th>
<th>( k_1 ) (W/mK)</th>
<th>( k_f ) (W/mK)</th>
<th>( k_m ) (W/mK)</th>
<th>( c_p ) (J/gK)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT</td>
<td>345</td>
<td>2.4</td>
<td>0.23</td>
<td>0.85</td>
</tr>
<tr>
<td>30</td>
<td></td>
<td>0.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>361</td>
<td>0.23</td>
<td>1.12</td>
<td></td>
</tr>
<tr>
<td>120</td>
<td></td>
<td>0.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>2.9</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 3
Temperature coefficients of FT700/LY556

<table>
<thead>
<tr>
<th>( T (\degree C) )</th>
<th>( \alpha_{11} )</th>
<th>( \alpha_{12} )</th>
<th>( \alpha_{22} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>–</td>
<td>1.06</td>
<td>–</td>
</tr>
<tr>
<td>130</td>
<td>1.06</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>120</td>
<td>–</td>
<td>–</td>
<td>1.32</td>
</tr>
<tr>
<td>RT</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>–73</td>
<td>0.90</td>
<td>0.94</td>
<td>0.74</td>
</tr>
<tr>
<td>–123</td>
<td>0.70</td>
<td>0.72</td>
<td>0.59</td>
</tr>
<tr>
<td>–173</td>
<td>0.33</td>
<td>0.38</td>
<td>0.42</td>
</tr>
<tr>
<td>–213</td>
<td>0.067</td>
<td>0.16</td>
<td>0.27</td>
</tr>
</tbody>
</table>

### Table 4
Stacking sequences of test structures

<table>
<thead>
<tr>
<th>Structure</th>
<th>Skin/stiffener</th>
<th>Stacking sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>HS0/0</td>
<td>Skin H0 0°</td>
<td>[0°/ +45°/−45°/90°/ +45°]</td>
</tr>
<tr>
<td>HS0/90</td>
<td>Stiffener S0</td>
<td>See above</td>
</tr>
<tr>
<td>HS90/0</td>
<td>Skin H0 90°</td>
<td>[90°/-45°/+45°/0°]</td>
</tr>
<tr>
<td>HS90/90</td>
<td>Stiffener S90</td>
<td>See above</td>
</tr>
</tbody>
</table>

Fig. 4. Position of temperature sampling points.

Fig. 5. Stacking sequence of test structures (schematic).

Fig. 6. Test set-up (schematic).
distributed the heat uniformly. Grooves milled into the bottom side of the strip served for the placing of the thermocouples.

The comparative calculations were carried out by using QUADQL elements. Temperature distributions along line B (see Fig. 4) are depicted in Fig. 7. The agreement between test and calculation is excellent for HS90/90 and good for HS0/0, where a maximum deviation of less than 5°C occurred. It can be seen that the 0° layers within the stiffener root of the structure HS0/0 cause a sharp temperature gradient, which is very well reflected by the finite-element result. All computations could be conducted linearly since the influence of the temperature dependence of the material properties was negligible. Figs. 8 and 9 show the test and calculation results, respectively, for liquid-nitrogen cooling. Non-linear calculations were necessary as a result of the strong temperature dependence of the material properties in the cryogenic temperature range. All computed temperatures are significantly lower than the test results, which is most probably a consequence of the uncertain temperature coefficients (cf. Table 3). That is why only a qualitative comparison can be made. Again, it can be observed that the stacking sequence strongly influences the temperature gradient near the root of the stiffener. The finite element QUADQL is very well suited to reflect this effect, therefore it can be used for the design of thermally-loaded composite structures in order to optimize them w.r.t. thermal stresses caused by temperature gradients.

3. 3D stresses in layered structures

Plates and shells from multidirectional composite laminates are predominantly designed to carry membrane and bending loads. This holds for relatively slender structures under both thermal and mechanical loads. It is undisputed that 2D theories like the classical thin lamination theory (CLT) or the first order shear deformation theory (FSDT) are in many cases sufficient to determine the in-plane stresses. However, transverse stresses are much more important in layered composites than in metal structures. They can initiate delaminations and, in the case of compression transverse to the fibre direction, failure will occur in a transverse shearing mode which may cause severe damage to adjacent layers.

Various techniques have therefore been proposed for the determination of the transverse stresses in laminated composites. These include 3D or quasi-3D finite elements [13,18,34,35], higher-order 2D theories with either non-linear or piecewise linear approximation of the displacements in the thickness direction [4,8,24] or post-processing techniques used in conjunction with standard 2D analyses. Experience with most of the 3D and higher order 2D approaches has revealed that accurate transverse stresses need relatively high computational effort [4,5,7,11,22]. The use of FSDT is considerably less expensive and, starting from their results, post-processing procedures can determine all transverse stress components. Besides a predictor/corrector approach [16], the use of the equilibrium equations has been rather successful [7,12,17,20]. In general, this requires higher-order shape functions to allow for second derivatives of the in-plane stresses. In
order to relax this deficiency, simplifying assumptions must be introduced. They should reduce the computational effort considerably, whereas the applicability must not be significantly impaired.

Two approximations originally introduced by Rohwer [25] for setting up improved transverse shear stiffnesses have proved quite useful in this respect. Assuming orthogonal cylindrical bending modes relate the bending moment derivatives to the transverse shear forces. If, in addition, the contribution of the in-plane force derivatives to the transverse shear is neglected, then the latter can be directly determined from the local equilibrium in the in-plane directions. They appear as layerwise quadratic functions of the transverse shear forces, temperature distribution and cross-sectional quantities. For plates under mechanical load, this approach yields excellent results, as has been shown by Rolfes and Rohwer [32].

The introduction of these transverse shear stresses into the local transverse equilibrium condition leads to a functional relationship for the transverse normal stress distribution over the laminate thickness. Results for laminated plates under distributed transverse loading obtained by this procedure compare very well with 3D elasticity solutions [33]. Further development along this line includes the effect of thermal loads as well as the application to shell structures [26,31]. With the exception of some special cases under a non-constant thermal load, the accuracy of the approach is surprisingly good.

Because of the extension to allow the determination of transverse stresses from an originally 2D analysis, the method described above is called an ‘extended 2D’ method. It can be stated that this method calculates the transverse stresses simply by means of first and second derivatives of the shape functions, respectively. That means that standard finite plate and shell elements with quadratic approximation functions are sufficient to determine the transverse stress components in layered composites locally.

4. Integrated analysis process

The interaction of the extended 2D method for 3D thermal and mechanical analysis is demonstrated by the example of a composite wing box. It is assumed that the wing of an aircraft has been heated up on the ground as a result of high solar irradiation. The purpose of the investigation was to simulate how the wing cools down during the starting of the aircraft. Fig. 10 shows the temperature field of the box after 20 s calculated by using four-noded QUADTL elements. They are implemented into the FEM code B2000 [14]. The stress analysis was carried out for the box fixed at the upper and lower edges of one rib after 20 s. In addition to the thermal loads, uniform pressure on the upper and lower surfaces, together with bending moments, were introduced. Eight-noded isoparametric elements were used. For simplicity the meshes were chosen in such a way that four QUADTL elements constituted one stress element. This restriction of the mesh geometry is not necessary if standard pre- and post-processors are used. They allow for interpolating the temperatures between arbitrary meshes as long as they are defined on the same geometry. Fig. 11 gives the displacement field in the y direction. From the output of the FE analyser ($T; T_{\alpha}; T_{\alpha\beta}; R_{i}; R_{\alpha})$ the independently working postprocessor TRAVEST, based on the extended 2D method, provides transverse stress distributions at arbitrary points.

Fig. 10. Temperature distribution on the middle surface of a composite wing box after 20 s.
5. Conclusions and outlook

The main behaviour aspects of relatively thin plates and shells should be describable by 2D models, even if they are set up from layered composites. On the basis of this simple idea, two topics are treated in this paper, thermal behaviour and stress analysis.

It is shown that thermal lamination theories, assuming a linear or quadratic temperature distribution across the thickness, are well suited to capture the 3D temperature field for laminates where the direction of thermal anisotropy changes drastically from layer to layer. Both steady-state and transient problems can be calculated by means of the 2D finite elements QUADTL and QUADQL, which are developed by using the linear and quadratic laminate theories, respectively. In particular, the behaviour of the elements for non-linear problems, either caused by temperature dependence of the material properties or by radiative boundary conditions, is treated. The finite-element results are verified by characteristic tests.

In-plane stresses in laminated structures caused by both thermal and mechanical loads are accurately determined by means of the first-order shear deformation theory. Equilibrium conditions can be applied to calculate the transverse stresses locally. Simplifying assumptions allow us to reduce the order of differentiation of the shape functions so that linear functions suffice to determine transverse shear stresses, whereas quadratic functions are needed for the transverse normal stresses.

The major advantage of the 2D analyses appears when thermal and mechanical problems are to be analysed for the same structure. Its geometrical description can be two-dimensional throughout. Even if different element meshes are needed for the different analysis aspects, the computational effort is relatively small as field interpolation procedures are available in common pre- and postprocessors.

Along the lines of the approach presented, further development with respect to thermal and stress analysis would be useful. Thermal protection systems often consist of several layers with different conductivities in the thickness direction. This leads to a temperature distribution which would need a layerwise approximation. A thermal lamination theory based on that idea is already under development. With respect to the determination of transverse stresses, the applicability of the extended 2D method to sandwich structures should be checked. Furthermore, finite-element users prefer simple elements with linear shape functions. In order to render possible the determination of transverse normal stresses, in this case an additional development is also required. Finally, an extension to doubly-curved shells should be made. Considering the success and the advantages reached so far, these additional steps should be worth the effort.
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