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Abstract— Indoor and urban canyons are application areas that are becoming increasingly important for navigation application. However, achieving the required accuracy and availability is still a challenge. Multisensor navigation is one of the techniques that has shown promising results in addressing the challenges of such areas. Being able to incorporate raw low-level sensor data is advantageous as it allows to incorporate all available information and more accurate estimation models.

In this paper a Particle Filter based multisensor positioning system is extended to use pseudorange measurements of a GPS sensor instead of a calculated position solution. Using pseudoranges, any number of visible satellites can improve positioning accuracy, when combined with measurements from other sensors like an electronic compass, a barometric altimeter or a foot mounted inertial measurement unit (IMU). Additionally, statistical error models for pseudoranges are integrated and tested. Our results show that by using the models within the Bayesian framework yields promising results in terms of error mitigation.

I. INTRODUCTION

Global Navigation Satellite Systems (GNSSs) provide a worldwide coverage for autonomous geo-spatial positioning. They offer users the possibility to determine their locations within meters of accuracy.

GNSSs utilizes the concept of Time of Arrival (TOA) ranging to determine the user position. The propagation time is multiplied by the speed of the light to obtain the user-satellite distance. Therefore, by achieving TOA measurements to multiple satellites, three-dimensional positioning can be achieved.

Due to the lack of time synchronization between the user’s receiver and the satellites and other error sources, the measurements of the signal travel time are incorrect. These measurements are called pseudoranges. The other error sources of the pseudoranges are ephemeris data errors, satellite clock errors, ionospheric errors, tropospheric errors, multipath errors and other receiver errors caused by thermal noise, software accuracy and interference [1]. Several correction models have been developed and are capable of correcting many of these errors up to a certain precision.

Indoor and urban canyon environments are the most challenging environments for GNSSs. Multipath and signal blockage are the harmful effects that make navigation a challenge in these environments.

To solve the problem of signal blockage, GPS designers are trying to increase their sensitivity, the number of correlators and to use Assisted-GPS (A-GPS) in order to help acquiring highly attenuated GPS signals. For tackling the multipath effect, the state of the art for standard receivers is to model it as white Gaussian noise. Inside the receiver, a Bayesian filter such as the Kalman filter is used to cancel the multipath effect through averaging over time.

Even though state of the art receivers manage to track GPS satellite signals below a level of $-160$ dBm, accurate indoor positioning is still a challenge. For multipath, results have shown that modeling the multipath effect as a white noise source is far from realistic models, since multipath errors for a given satellite-receiver link are correlated over time [2]. Therefore, averaging over short time periods will not lead to error reduction and a longer period needs to be used. However, it is not normal for a user to stay static for long periods of time.

Multisensor fusion is one of the approaches that have shown promising results in the area of indoor navigation. Accordingly, a rapidly increasing amount of research is going on in the different aspects of the field. The idea is to use all the available sensors that can provide location and movement related information and combine them intelligently [3].

Our multisensor navigation work is grounded on the formalism of sequential Bayesian estimators, of which the well known Kalman Filter is a special case [4]. Basically, a sequential Bayesian estimator updates an estimate of a system’s state over the course of time, given a set of new observations at each time instance. The estimator thus incorporates new observations with all previous available information. Sequential Bayesian Estimators are widely used in estimation problems that are related to noisy and heterogeneous sensors. Their ability to represent estimator outputs using probability density distributions (soft decisions) rather than providing point estimates (hard decisions) is a major advantage of these estimators. Without using the concept of probability densities, combining several noisy and heterogeneous sensor outputs is difficult. Another key advantage of such techniques is the ability to include the system dynamics (mobility or movement models) in the estimation process. Pedestrian movement models, floor-plans, maps and human movement characteristics can be incorporated and as a result, more accuracy and availability can be achieved.

However, selecting the appropriate fusion algorithm, transition models, measurement models and sensors, is still one of
the main challenges of multisensor navigation. So, the question of How to optimally combine them? remains. To answer this question, one has to put into consideration that sensors vary in terms of stability, error and accuracy.

Our combination algorithm is based on Rao-Blackwellized Particle Filtering (RBPF) and extends the work shown in [3] and [5]. Measurements from an electronic compass, foot mounted IMU [6][5] and GPS pseudorange will be incorporated. A simple pedestrian movement model incorporating floor-plans will be used as a user-position transition model for the RBPF. A GPS pseudoranges multipath model is integrated to reduce the effect of multipath in our difficult targeted environments. Additionally, simple models for the remaining pseudoranges errors are incorporated and tested.

A summary of the incorporated multipath model will be given in Section II. Details on the approach that was followed to incorporate the pseudoranges, the multipath model and the remaining error models in the Particle Filter positioning system will be shown in Section III. System design and implementation will be illustrated in Section IV. Some implementation issues will be highlighted in Section V. Analysis of the performance of the positioning system in the light of our modifications will be shown in Section VI. Finally, some conclusions and future work will be given in Section VII.

II. A CORRELATION BASED MULTIPATH MODEL

According to [1] the measured pseudorange at time k to satellite j can be modeled as

\[ \rho_{j,k} = |x_{j,k} - x_{u,k}| + cb_{u,k} - cb_{j,k} - I_{j,k} + T_{j,k} + \varepsilon_{j,k}, \]

where \( \tau \) stands for the propagation delay, \( x_{j,k} \) the position of satellite j at time k, \( x_{u,k} \) the receiver position vector, \( b_{u,k} \) the user clock bias, \( b_{j,k} \) the satellite clock bias, \( I_{j,k} \) and \( T_{j,k} \) the modeled range errors caused by ionosphere and troposphere, respectively, and \( c \) the speed of light. \( \varepsilon_{j,k} \) describes a residual term that is caused by atmospheric model errors, as well as, satellite position uncertainty, unmodeled relativistic effects, multipath propagation, receiver clock estimation errors and white receiver noise (interference effects are ignored here). Therefore \( \varepsilon_{j,k} \) can be expressed as:

\[ \varepsilon_{j,k} = \Delta I_{j,k} + \Delta T_{j,k} + \Delta x_{j,k} + \Delta r_{j,k} + m_{j,k} + w_{j,k} + c\Delta b_{u,k}, \]

where \( \Delta I_{j,k} \) and \( \Delta T_{j,k} \) stand for ionosphere and troposphere model errors respectively, \( \Delta x_{j,k} \) is the error of the satellite position on the pseudorange, \( \Delta r_{j,k} \) is the unmodeled relativistic effect, \( m_{j,k} \) is the error introduced by multipath, \( w_{j,k} \) is the white receiver noise and \( c\Delta b_{u,k} \) is the error of the clock bias estimation.

Using differential GPS [7] or corrections coming via an assisted GNSS connection (A-GPS for example), the atmospheric and relativistic effects as well as satellite position uncertainty can be compensated. Accordingly, the residual \( \varepsilon_{j,k} \) may be expressed as:

\[ \varepsilon_{j,k} \approx m_{j,k} + w_{j,k} + c\Delta b_{u,k}. \]  

Based on \( \varepsilon_{j,k} \) a residual model is proposed and described in detail in [2]. We will give a short revision on the major results.

The model is built based on the analysis of a measurement campaign that was performed in our campus. \( \varepsilon_{j,k} \) denotes the residual of a measured pseudorange error sequence by a receiver, which is static in its position.

The sample covariance \( c_{j,l} \) for \( \varepsilon_{j,k} \) can be expressed as

\[ c_{j,l} = E_l[(\varepsilon_{j,k+l} - E_l[\varepsilon_{j,k}]) (\varepsilon_{j,k} - E_l[\varepsilon_{j,k}])], \]

where \( E_l[\cdot] \) represents the sample mean over \( x \). Assuming stationarity, the mean sample covariance \( c_{x,t} \) can be calculated as an average over several sequences \( c_{j,l} \):

\[ c_{x,t} = E_j[c_{j,t}]. \]

Fig. 1 represents the normalised mean sample covariance over time difference \( t \), which shows an exponential behavior with a very long decaying tail for a non-moving receiver. To model an exponentially decaying covariance, an autoregressive (AR) process is an appropriate choice [8]. An AR process \( y_k \) is mathematically described as the output of a \( N^{th} \) order all-pole filter with parameters \( a_n \), with \( n = 1, \ldots, N \), driven by an independent identically distributed (i.i.d.) noise process \( v_k \). The AR process can be expressed as follows:

\[ y_k = \sum_{n=1}^{N} a_n y_{k-n} + v_k. \]

A model order of \( N = 2 \) has been sufficient to describe \( \varepsilon_{j,k} \) as an AR process according to [2]. The temporal behavior of \( \varepsilon_{j,k} \) therefore is modeled as:

\[ \varepsilon_{j,k} = a_{j,1} \varepsilon_{j,k-1} + a_{j,2} \varepsilon_{j,k-2} + v_{j,k}. \]

The next step is to model the i.i.d. noise process \( v_{j,k} \). A Gaussian Mixture Model (GMM) is proposed in [2]. According to measurements analysis detailed in [2] the mean and the...
standard deviation for the model coefficients calculated over several measurements are shown in Table I.

A certain spatial correlation of the pseudorange residual could be expected as reflecting objects such as walls, will remain in their positions. However, due to the interaction of different reflected waves, a small change in receiver position degrades the spatial error covariance [2]. Accordingly, the spatial correlation of the pseudorange error is ignored.

To simplify the integration into the sequential Bayesian Filter estimator, $v_{j,k}$ is represented by a normal distributed random variable. Likewise, a simpler first order AR model will be applied to represent the temporal dependence of the pseudorange error. Accordingly, the model that is integrated in the sequential Bayesian estimator is of the form:

$$
\varepsilon_{j,k} = \begin{cases} 
& a_j \varepsilon_{j,k-1} + v_{j,k} \quad \text{if user is static} \\
& v_{j,k} \quad \text{if user is moving}
\end{cases}
$$

where $v_{j,k} \sim \mathcal{N}(v_{j,k}|\mu_j, \sigma)$ representing a Gaussian distribution with mean $\mu$ and standard deviation $\sigma$. An inertial sensor can be used to detect the user movement.

In the following sections, the residual $\varepsilon_{j,k}$ will be denoted as multipath error for simplicity.

### III. Pseudorange Based Multisensor Navigation

In order to be able to select the most appropriate estimation algorithm to include pseudoranges in the multisensor framework, it is first indispensable to choose the states that are to be estimated. Since the estimator is based on pseudorange measurements from the GPS sensor, all colored errors should be included in the estimated state space. Therefore, the states would include user position, receiver clock error, satellite clock prediction error, ephemeris prediction error (satellite position prediction error), ionospheric model error, tropospheric model error and multipath error. All the pre-mentioned states except the user position are modeled for the purpose of correcting the pseudorange measurements in order to improve the location estimation accuracy.

Some standard models are applied to model the deterministic part of the pseudoranges errors sources. The Klobucher model is used to correct the ionospheric error [9], the Goad and Goodman model is applied for the tropospheric error [10], and the algorithms defined in [9] are used for the satellite position and clock bias.

Due to the lack of information about the behavior of the remaining errors of the deterministic models, we assume that the only knowledge about them, except for multipath, is that some of them change faster than others (like the satellite clock error, which changes very slowly due to stable clocks on board the satellites). Therefore, we divided the state space modeling the pseudorange error into fast and slow changing error sources plus multipath.

Once the states have been defined, the best algorithm has to be selected taking into account that heterogeneous and noisy sensors are to be combined and dynamic estimation of the user position is the main objective. Accordingly and considering the nature of the states, a Particle Filter (PF) is a good choice. However, some of the states described previously are per visible satellite, which increases the state space and as a result the PF complexity. Therefore, we selected the RBPF for pseudorange-based multisensor navigation, as it reduces the number of states that must be sampled by identifying states that can be analytically computed [11], [12].

The RBPF allows splitting the states so that the state space $X_k$ is partitioned as $(R_k, Y_k)$ in which $Y_k$ can be analytically marginalized. The terms $r_k$, $y_k$, $z_k$ represents instances of $R_k$, $Y_k$ and $Z_k$ respectively. A Kalman filter is used to estimate the required conditional posterior density of $y_k$, $p(y_k|r_k, z_{1:k})$, where $z_k$ represents the observation at time $k$. $R_k$ cannot be analytically marginalized, therefore a PF must be used to find the posterior density of $r_k$. For the PF, we implemented the Sequential Importance Resampling (SIR) algorithm for the GPS and compass sensors, since it reduces the degeneracy problem choosing the importance density to be the prior density and applying the resampling step at every time index [4]. The Likelihood Particle Filter was applied for the shoe mounted IMU sensor [5].

The architecture for pseudorange-based multisensor navigation can be observed in Fig. 2. In the PF, we model the states that are common for all satellites, like the user position and the clock offset. Each particle will have a set of Kalman filters, that are common for all satellites, like the user position and the states of the Kalman filters, one for each visible satellite modeling the remaining error sources of that satellite link, assuming Gaussianity and linearity for these errors.

A new time point involves first drawing a new sample for the $i$th particle’s state $r_{i,k}^n$ given the previous one $r_{i,k-1}^n$ according to:

$$
p(r_k^n|y_{0:k-1}^n, z_{1:k-1}^n) = \int \cdots \int p(r_k^n|y_{0:k-1}^n, z_{1:k-1}^n, y_{1:k-1})p(y_{1:k-1}|z_{1:k-1}^n)dy_{1:k-1}.
$$

In our case, we can consider that there is no dependency between the current states in the Particle Filter $r_k$ (user position and user clock) and the states of the Kalman filters in the previous time step $y_{k-1}$ (multipath, fast and slow errors). Additionally, we can see from Fig. 2 that $r_k$ does not depend on $z_{k-1}$ conditioned on $r_{k-1}$ and has only inputs from the previous time instance $k-1$. Accordingly, the following simplification is valid:

$$
p(r_k^n|r_{0:k-1}^n, z_{1:k-1}^n, y_{1:k-1}) = p(r_k^n|r_{k-1}^n, z_{k-1}^n, y_{k-1}^n) = p(r_k^n|r_{k-1}^n).
$$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{j,1}$</td>
<td>0.898</td>
<td>0.237</td>
</tr>
<tr>
<td>$a_{j,2}$</td>
<td>0.06</td>
<td>0.003</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>MODEL COEFFICIENTS PARAMETERS FOUND IN [2].</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR</td>
<td>Parameter</td>
</tr>
<tr>
<td>---------</td>
<td>-----------</td>
</tr>
<tr>
<td>$a_{j,1}$</td>
<td>0.898</td>
</tr>
<tr>
<td>$a_{j,2}$</td>
<td>0.06</td>
</tr>
</tbody>
</table>
where \( b \) is the bias and the drift. A random walk is used resulting in:

\[
p(r_k) = p(r_k|\Delta t, q_k, w_k) = p(r_k|\Delta t - 1).
\]

Accordingly, we only have to apply the prediction models for the user position and the user clock to calculate \( p(r_k|\Delta t, q_k, w_k) \) in order to draw new samples. To model the user position, we used a simple random walk in this paper. However, advanced pedestrian movement models like in [13] can be used. Two states are used to model the user clock: the bias and the drift. A random walk is used resulting in:

\[
\begin{align*}
b_{u,k} &= b_{u,k-1} + d_{u,k-1} \cdot \Delta t + q_k \\
d_{u,k} &= d_{u,k-1} + w_k,
\end{align*}
\]

where \( b_{u,k} \) represents the user clock bias at time \( k \), \( d_{u,k} \) the drift, \( \Delta t \) the time interval between \( k-1 \) and \( k \), \( q_k \), and \( w_k \) are Gaussian distributed random variables. These equations are commonly used to estimate the user clock offset [1].

Taking into account the dependencies in Fig. 2, the SIR PF weight \( w_k^i \) for the \( i \)th particle in [11] can be simplified to:

\[
w_k^i \propto p(z_k^i | r_k^i, z_{1:k-1}) = \int p(z_k^i | r_k^i, y_k, z_{1:k-1}) p(y_k | r_k^i, z_{1:k-1}) dy_k = \int p(z_k^i | r_k^i, y_k) p(y_k | r_k^i, z_{1:k-1}) dy_k,
\]

where \( p(y_k | r_k^i, z_{1:k-1}) \) is calculated by the prediction stage of the Kalman filters as a Gaussian distribution and \( p(z_k^i | r_k^i, y_k) \) is the likelihood function.

For a number of visible satellites \( S \) and satellite index \( j \) we will have:

\[
p(y_k | r_k^i, z_{1:k-1}) = \prod_{j=1}^{S} p(y_j, k | r_k^i, z_{j,k-1}),
\]

where \( y_k = [y_{1:k}, \ldots, y_{S,k}]^T \) and \( z_k = [z_{1:k}, \ldots, z_{S,k}]^T \).

Thus, inserting eq. (14) into eq. (13) results in:

\[
w_k^i \propto \prod_{j=1}^{S} p(z_k^i | r_k^i, z_{j,k-1}) = \prod_{j=1}^{S} \int p(z_j, k | y_j, k, r_k^i) p(y_j, k | r_k^i, z_{j,k-1}) dy_j, j_k = \prod_{j=1}^{S} w_j^i,
\]

where \( w_j^i \) is the \( i \)th particle weight resulting from visible satellite \( j \) at time \( k \).
For simplicity, the integration to calculate \( w_{j,k}^i \) in eq. (13) is approximated as a sum over a selected number of \( N_{y_k} \) samples \( y_{j,k,l} \) with \( l = 1, \ldots, N_{y_k} \). Thus the the particle \( i \) weight for satellite \( j \) at time \( k \) becomes:
\[
w_{j,k}^i \approx \sum_{l=1}^{N_{y_k}} \frac{p(z_{j,k}|r_{k}^i, y_{j,k,l})p(y_{j,k,l}|r_{k}^i, z_{j,k-1})}{\delta y_{j,k,l}} \delta y_{j,k,l}, \tag{16}
\]
where \( \delta y_{j,k,l} \) is the distance between the consecutive \( y_{j,k,l} \) and \( y_{j,k,l+1} \).

The likelihood \( p(z_{j,k}|r_{k}^i, y_{j,k}) \) for satellite \( j \) in eq. (15) is selected to be normally distributed with zero-mean and standard deviation \( \sigma_{z_{j,k}^{PF}} \):
\[
p(z_{j,k}|r_{k}^i, y_{j,k}) = \mathcal{N}(z_{j,k}^{PF}|0, \sigma_{z_{j,k}^{PF}}) \tag{17}
\]
where \( z_{j,k}^{PF} \) is the measurement for the PF defined as:
\[
z_{j,k}^{PF} = \rho_{j,k} - \hat{\rho}_{j,k}^i = [x_{j,k}-x_{u,k}] - cb_{u,k} + cb_{j,k} - I_j k - T_j k
- e_{\text{slow}_{j,k}} - e_{\text{fast}_{j,k}} - m_{j,k} \tag{18}
\]
where \( z_{j,k}^{PF} \) is the pseudorange residual for the satellite \( j \) at time \( k \), \( \rho_{j,k} \) is the measured pseudorange, while \( \hat{\rho}_{j,k}^i \) is the predicted pseudorange for the \( i \)th particle using the state vector \( r_{k}^i \). \( x_{u,k} \) is the predicted user position and \( b_{u,k} \) is the predicted user clock bias, both values are predicted by the PF. \( x_{j,k} \) is the position of satellite \( j \) calculated using the ephemeris parameters, \( b_{j,k} \), \( I_j k \), and \( T_j k \) are the satellite clock offset, ionospheric, and tropospheric errors calculated using mathematical models, respectively. Finally, \( e_{\text{slow}_{j,k}} \), \( e_{\text{fast}_{j,k}} \), and \( m_{j,k} \) are the predicted states of the Kalman filter for satellite \( j \): slow, fast, and multipath errors.

The particle weight \( w_{j,k}^i \) for satellite \( j \) at time \( k \) is calculated by applying eq. (17) into eq. (16).

The states \( e_{\text{slow}_{j,k}} \), \( e_{\text{fast}_{j,k}} \), and \( m_{j,k} \) are estimated using a Kalman filter for each satellite. For the slow and fast errors, we selected AR models of first order, with coefficients \( c_1 \) and \( c_2 \). These coefficients are used to differentiate between slow changing and fast changing errors, thus \( c_1 \) should be bigger than \( c_2 \). The result is that the current slow error, since it changes slower, takes more from the previous value than the fast error, which takes less from the previous value and more from the noise. The multipath model shown by eq. (21) is detailed in Section II and is represented by a first order AR process when the position of the user does not change. The noise model is simplified as well, since a Kalman filter assumes Gaussian noise. The transition models for these three states are described as:
\[
e_{\text{slow}_{j,k}} = c_1 \cdot e_{\text{slow}_{j,k-1}} + (1 - c_1) n_{1,j,k} \tag{19}
\]
\[
e_{\text{fast}_{j,k}} = c_2 \cdot e_{\text{fast}_{j,k-1}} + (1 - c_2) n_{2,j,k} \tag{20}
\]
\[
m_{j,k} = \begin{cases} a_0 \cdot m_{j,k-1} + n_{3,j,k} & \text{when static} \\ n_{3,j,k} & \text{when moving} \end{cases} \tag{21}
\]

Our preliminary values for \( c_1 \) and \( c_2 \) were 0.2 and 0.8 respectively. The optimal one order coefficient \( (a_0) \) for the AR model in [2] was found to be 0.9380.

An observation for each of the Kalman states is not available, since only one measurement per satellite \( j \) at each time point \( k \) (the pseudorange) containing all errors is observed. Hence, the observation model for the Kalman filter is:
\[
\begin{align*}
\eta_{j,k}^{PF} &= \rho_{j,k} - |x_{j,k} - x_{u,k}| - cb_{u,k} + cb_{j,k} - I_j k - T_j k \\
&= \hat{e}_{\text{slow}_{j,k}} + \hat{e}_{\text{fast}_{j,k}} + \hat{m}_{j,k} + n_{j,k}, \tag{22}
\end{align*}
\]
where \( \eta_{j,k}^{PF} \) is the observed sum of slow, fast, and multipath errors. The values for \( x_{u,k} \) and \( b_{u,k} \) are obtained from the weighting state of the PF since it happens before the Kalman filters update.

Finally, in order to summarize the pseudorange based Rao-Blackwellization implementation, the pseudocode of the algorithm is shown next, where \( N_s \) stands for the number of particles.
\[
\begin{align*}
&[\{r_{k}^i, w_{k}^i, p(y_{k}|r_{k}^i, z_{k})\}_{i=1}^{N_s}] = \\
&\text{SIR RBPF}([r_{k-1}^i, w_{k-1}^i, p(y_{k-1}|r_{k-1}^i, z_{k-1})]_{i=1}^{N_s}, z_{k}) \\
&\text{FOR } i = 1 : N_s \\
&\quad \text{Draw a sample: } r_{k}^i \sim p(r_{k}|r_{k-1}^i) \text{(Applying human movement model and receiver clock bias transition model).} \\
&\quad \text{Prediction in Kalman filter of each satellite } j: \ p(y_{j,k}|r_{k}^i, z_{j,k-1}) \text{ given } \ p(y_{j,k-1}|r_{k-1}^i, z_{j,k-1}) \text{ and transition models } p(y_{j,k}|y_{j,k-1}, r_{k}^i). \\
&\quad \text{Calculate } w_{k}^i = \prod_{l=1}^{N_y} w_{j,k}^i \text{ where } w_{j,k}^i = \sum_{l=1}^{N_y} p(z_{j,k}|r_{k}^i, y_{j,k,l})p(y_{j,k,l}|r_{k}^i, z_{j,k-1}). \\
&\quad \text{Update the Kalman filter of each satellite } j: \ p(y_{j,k}|r_{k}^i, z_{j,k}) \text{ given the measurement model } p(z_{j,k}|y_{j,k}, r_{k}^i) \text{ from eq. (22).} \\
&\text{END FOR} \\
&\text{Calculate total weight: } t = \sum_{i=1}^{N_s} w_{k}^i \\
&\text{FOR } i = 1 : N_s \\
&\quad \text{Normalize: } w_{k}^i = t^{-1} w_{k}^i \\
&\text{END FOR} \\
&\text{Resample } N_s \text{ times to obtain a new set } \{x_{k}^i\}_{i=1}^{N_s} \text{ from the approximate discrete representation: } p(r_{k}^i|z_{k}) \approx \sum_{i=1}^{N_s} w_{k}^i \delta(r_{k} - r_{k}^i) \text{ so that } \Pr(x_{k}^i = x_{k}^i) = w_{k}^i. \text{ The resulting weights are now reset to } w_{k}^i = 1/N_s.
\end{align*}
\]

IV. SYSTEM DESIGN

Our already existing location estimation framework [3][5] has been extended to incorporate pseudorange measurements, a multipath model and models for remaining unresolvable errors. The environment is based on Sequential Bayesian Estimation techniques and allows plugging-in different types of sensors, Bayesian filters and movement models.

The approach used for system implementation is hierarchical, defining interfaces in order to ease the extension of the engine. In the sensor platform a new package was added, which performs the continuous reading and decoding of the
GPS binary messages and the extraction of the navigation message. It builds a measurement object containing pseudoranges and all necessary parameters to apply the pseudoranges error correction models. The corrected pseudorange measurements are passed to the RBPF in order to build the likelihood functions. A Kalman Filter per satellite inside each particle is then updated. The transition models for the receiver clock bias and the Kalman states (multipath, slow, and fast errors) are included in the transition models block, to perform the prediction stage of the Rao-Blackwellized filter. The fusion engine now utilizes the Rao-Blackwellization approach to provide the posterior distribution that can be used to find the estimated location at each time instance.

V. IMPLEMENTATION ISSUES

In this section, the most interesting issues found while implementing the pseudoranges-based multisensor positioning system are presented.

First of all, it is important to point out the dependence of some system parameters on the user position. The multipath transition model depends on the position change of the receiver. The position in the particle’s state vector is used as the current user position for the Kalman filter.

Different transition and measurement models can be applied in the Kalman filters according to the location of the particle. Accordingly, the a priori map knowledge is used to divide the map into four different scenarios for locating the particles: inside a building, between buildings, near buildings, and open areas. The location scenarios were useful to scale the prediction of slow, fast and multipath errors differently based on the particle’s position. Additionally, the different location scenarios were useful to solve the issue of having only one observation for the Kalman filter states from eq. (22). We found that it is beneficial to split the observation in three parts corresponding to the three states. Each part can take a higher or a lower fraction of the observation based on the location scenario of the user. Thus, the measurement model of the Kalman filter becomes:

\[

c_{\text{slow}}, \ c_{\text{fast}}, \ c_{\text{multipath}} \cdot z^{KF}_{j,k} = \left( \begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 
\end{array} \right) \begin{pmatrix}
\epsilon_{\text{slow},j,k} \\
\epsilon_{\text{fast},j,k} \\
\epsilon_{\text{multipath},j,k}
\end{pmatrix} + \mathbf{n}_{j,k},
\]

where \( c_{\text{slow}}, \ c_{\text{fast}}, \) and \( c_{\text{multipath}} \) are scaling parameters for the observation \( z^{KF}_{j,k} \) according to each state \( \epsilon_{\text{slow},j,k}, \epsilon_{\text{fast},j,k}, \) and \( m_{j,k}. \) Moreover, the noise vector \( \mathbf{n}_{j,k} = [n_{j,k}/3, n_{j,k}/3, n_{j,k}/3]^T, \) where \( n_{j,k} \) is the noise term in eq. (22). For example, if the user is inside a building, the multipath error will be the predominant error since \( c_{\text{multipath}} \) is selected to be higher than \( c_{\text{slow}} \) and \( c_{\text{fast}} \) in such environments.

Additionally, the number of trackable satellites at each moment provides an indication of the location of the user which can significantly help the estimation process when it is combined with maps. If the GPS receiver can only track fewer than four satellites, the user is most probably in a difficult area for the reception of satellite signals (e.g. the interior of a building). Since the map is available and each particle is associated by its location to a scenario, a factor in the particles weight calculation was included to incorporate the relation between the number of tracked satellites’ signals and the scenario. Thus, if the number of satellites that are being tracked at some time instance is less than four, the particles that are inside a building will get more weight than particles that are outdoors. In addition, particles close to buildings will get more weight than those in open spaces.

A challenge was found in the implementation of a suitable receiver clock bias transition model. The model described in eq. (12), a random walk model, is the typical model for a crystal oscillator. However, the real behavior of a GPS receiver clock may not correspond exactly to such a model. GPS receivers may introduce discontinuous changes in the clock time to keep the offset within prescribed tolerances [14]; therefore, it was necessary to study the behavior of the used receiver clock. The resulting behavior for our SIRF III receiver can be extracted from Fig. 3, where the estimated clock bias is shown for a long time interval. It can be observed that a reset happens when the clock bias reaches 150 ms and accordingly this condition was incorporated into the clock bias transition model.

Signal to noise ratios of the visible satellites and elevation angles are currently not incorporated in the measurement model of the pseudorange. Accordingly, the use of satellites with low elevations and low signal to noise ratios were deteriorating the performance of our estimator noticeably. A preliminary solution was to select the satellites to be used in the algorithm according to power and elevation angle masks, to avoid very erroneous signals. The satellites to be included in the next fusion step are calculated at the current time step according to the current a posteriori estimation of the user position, thus all the particles will be using the same satellites.

In the PF part of the Rao-Blackwellization algorithm there were a number of parameters to adjust. One of these parameters was the measurement noise variance \( \sigma^{2}_{z_{PP}} \) in eq. (17). Since the number of visible satellites is related to the area where the user is (e.g. the number of visible satellites is lower inside a building), the measurement noise was implemented to

![Fig. 3. SIRF III clock bias estimation evolution.](image-url)
be linearly dependent on the number of satellites to be used:

\[
\sigma_{z,j,k}^2 = \sigma_{z,j,k,0}^2 + (N_{s,0} - N_s)\Delta \sigma_{z,j,k}^2,
\]

(24)

where \(\sigma_{z,j,k}^2\) is the resultant measurement noise for \(N_s\) used satellites, \(\sigma_{z,j,k,0}^2\) is the reference measurement noise for \(N_{s,0}\) satellites, and \(\Delta \sigma_{z,j,k}^2\) is the increment in the measurement noise when a satellite disappears. An enhancement for future implementation will be making the measurement noise a function of the parameters set for the Delay-Locked-Loop and the signal to noise ratio \((C/N_0)\).

VI. PERFORMANCE ANALYSIS

To validate the performance of the developed system, ground truth points (GTRPs) carefully measured to the sub-centimeter accuracy using a tachymeter were used. The tachymeter employs optical distance and angular measurements and uses differential GPS for initial positioning. The Leica Smart Station (TPS 1200) was used for this purpose. A test user was equipped with a commercial SIRF III GPS receiver, electronic compass and a foot-mounted Inertial Measurement Unit (IMU). The user was requested to walk a specific path that is passing through several of our GTRPs. Whenever our user passed through a GTRP, the estimated position was compared to the reference position. The estimation error is then analyzed for the performed walk. One of our test scenarios will be illustrated next and the results generated from that scenario will be given and discussed.

The route started outside our office building, then entered the building, followed by a walk around the offices of the ground floor and finally went outside again back to the starting point. The windows of the building are metallized making it difficult for GPS signals to penetrate. Accordingly, in a big room along the route, the test user was asked to walk closer to the windows in order to increase the satellites’ signals strength. The followed route is shown in Fig. 4 where the blue crosses indicate the locations of the GTRPs.

The average position estimation error calculated at the different GTRPs on the path is the chosen quantitative performance measure. The results of the location estimator before applying our enhancements which we will refer to as the position based system will be visualized against the results of the pseudorange based system for comparison. The position based system uses position solutions as measurements from the GPS device interpreting the NMEA protocol, while the pseudorange based system uses pseudoranges. The analysis were done for one of the walks using 2000 particles in the PF and averaged over 15 RBPF-runs with different random seeds.

The electronic compass had shown a very noisy behavior inside the building due to the disturbances resulting from many magnetic field sources. Accordingly, the noise standard deviation in the measurement model of the compass was set to 100°. It has to be noted that for all the evaluations, the particles for both the position and the pseudoranges modes are initialized around the same initial position given by the ground truth point measurement of the GPS. The system used the floor-plans to restrict particles from crossing walls and accordingly, compensate for the direction drift of the stand alone shoe mounted IMU. The results are shown in Fig. 5 for an IMU based human odometry measurement model noise \(\sigma = 6\) cm and 4°.

The behavior is approximately the same for both the position and the pseudorange modes for the first two GTRPs which is due to the same starting position for the particle cloud in both modes.

In the pseudorange mode, the particles start to spread in a wide area after the first starting position. This indicates that our model for the noise term in the pseudoranges measurement model needs to be improved. Additionally, better models for the ionospheric, tropospheric, slow and fast errors should be used. This spreading result in deteriorating the performance of the pseudorange mode outdoors. On the other hand, the...
position mode is governed by the models inside the GPS receiver tuned by the manufacturer. Accordingly, the position mode outperforms the pseudorange mode outdoors.

At the entrance of the building, the estimation using the position mode had an average error of 4 m resulting in a sufficient number of particles entering the building. The particles that remained outside, did eventually hit the outer walls of the building receiving low weights and being discarded at the next fusion steps due to resampling. The corridor of the entrance has a width of 3 m and accordingly we see that the error at the third GTRP was 2.5 m and went down to 2 m at the 4th GTRP due to the even narrower corridor. On the other hand for the pseudorange mode, at the entrance of the building the particle cloud was spread out. This results in a smaller group of particles entering the building with some of them hitting the walls of the corridor and receiving low weights. Particles that are far from the outer building walls are not punished by hitting these walls, they thus keep their weights and are resampled at the next fusion steps. The result is an estimation at the third GTRP that is far from the real position.

Five seconds before the 4th GTRP, fewer than 4 satellites were received and accordingly, particles inside the building received higher weights in the pseudorange mode according to Section V decreasing the estimation error at the 4th and the 5th GTRPs.

From the 5th to the 10th GTRP, no GPS measurements were received and accordingly, both systems show the same behavior governed by the floor-plans assisted shoe mounted IMU. Errors were in the range of 2 m which is the corridor width.

After the 10th GTRP, the test user went to a larger room, and accordingly the error bound was increasing (up to 5 m). In the pseudorange mode, some pseudoranges started to be received improving the accuracy of the pseudoranges mode with the help of the multipath model. Even though four or even more satellites were received at some points inside the big room, these measurement were very erroneous since they were first solutions after re-acquisition and subjected to multipath. Accordingly, these measurements did not help to improve the estimations in the position mode. Therefore, the pseudorange mode was better than the position mode from the 10th to the 11th GTRP.

After the 11th GTRP no GPS measurements were received, and accordingly till the 17th GTRP both modes were governed by the shoe mounted IMU performance with the help of the corridors. The error will be bounded again by 2 m which is the width of the corridor. A similar performance was expected in this area, however the pseudorange mode exhibited a slightly better performance due to it’s more accurate estimation at the 11th GTRP.

After the 17th point some pseudoranges measurements were received. Accordingly the pseudorange mode at the two GTRPs outside was helped with the improved estimation when leaving the building. The result is an error which is less than 4 m. While for the position mode, the first GPS measurement received was erroneous again worsening the performance of the position mode compared to the pseudorange mode for the two GTRPs outside. However the erroneous GPS position solution after the 17th GTRP did not worsen the estimation in position mode too much due to the accurate floor-plans assisted shoe mounted IMU measurements.

It is expected that if we continue outside with more GTRPs, the position mode will again perform better than the pseudorange mode.

However, the belief in the shoe mounted IMU measurements is not always high. The shoe mounted IMU might not be able to provide accurate measurements since several types of disturbances degrade the performance of the IMU sensor and also due to possible inaccurate Zero-Update (ZUPT) [6] detections. In order to decrease the belief in the shoe mounted IMU measurements in the Bayesian location estimator, the noise of the measurement model of the IMU based human odometry has to be increased. The positioning accuracy will decrease as a result since other sensors are not as accurate as the floor-plans assisted shoe mounted IMU. In such cases, the benefit of having pseudorange measurements from time to time should be more visible compared to the case of having accurate shoe mounted IMU measurements. In order to investigate such situations, the measurement model noise of the IMU based human odometry was increased in two steps. Fig. 6 shows the performance of the two systems for an IMU based human odometry model noise $\sigma = 10$ cm and 4.5$^\circ$, while Fig. 7 depicts the performance with $\sigma = 20$ cm and 4.5$^\circ$.

![Fig. 6. Average position error, compass noise standard deviation $\sigma = 100^\circ$, IMU based human odometry measurement model noise $\sigma = 10$ cm and 4.5$^\circ$, GPS noise (for position mode) $\sigma =$ HDOP x RMS Ranging Error, with RMS Ranging Error $= 6$ m, GPS noise in pseudorange mode are based on eq. (24).](image)

The same explanations given for Fig. 5 are valid for Fig. 6 and Fig. 7. However, as expected, in Fig. 6, the position mode performance is worse between the 10th and the 12th GTRPs compared to Fig. 5 due to the reduced belief in the IMU based human odometry. The very erroneous GPS position solution after leaving the building and the reduced belief in the IMU based human odometry resulted in a very erroneous estimation of the position mode at the two GTRPs outside.

Due to the even more reduced belief in the IMU based human odometry in Fig. 7, the erroneous GPS position solution after the 10th GTRP pulled the estimation to the wrong
corridor. This resulted in an estimation of the position mode that is erroneous within at least the distance between the two corridors (6.5 m).

We can conclude that the position mode currently performs better in outdoor areas. It means that models implemented by the GPS manufacturer are still better than ours in such areas. This indicates that there is still some work to be done to use better ionospheric and tropospheric error correction models. Additionally, more investigations should be done to build better transition models for slow and fast errors, and additionally improve the measurement models for slow, fast and multipath errors. However shortly after the user enters the building, the average position error of the pseudorange mode starts decreasing and it goes lower than the position mode at some points. This improvement is due to some pseudorange measurements received inside the building combined with the help of the multipath model. As can be seen from the figures, we started receiving satellites signals through the windows at time 215 s (visualized by blue crosses), and that is the time after which the pseudorange based system starts outperforming compared to the position based system.

The average position error for the position mode in Fig. 5 is 2.62 m which is still lower than 3.14 m for the pseudorange mode. This is due to the accurate behavior of the shoe mounted IMU incorporating floor-plans. From Fig. 6 and Fig. 7 we can see that as the belief in the IMU based human odometry decreases, the location estimation error for the position based mode increases. However, for the pseudoranges based mode, the estimation error keeps its low values, thanks to some pseudorange measurements that were received from time to time through the windows assisted by the multipath model. The result is an average position error for the pseudorange mode in both figures that is less than the average position error for the position mode.

Several research groups are testing different types of IMU based human odometries, like the Knee and the hip mounted IMUs based odometries [15]. Such techniques have shown different accuracies and stabilities. Including pseudoranges in the multisensor positioning systems might help low quality IMU based human odometry techniques to keep low error values.

VII. CONCLUSIONS AND OUTLOOK

In this paper, we described the extension of our multisensor framework to include raw GPS pseudorange measurements. Our motivation was originated from the information theory concept stating that: processing the information will result in a set of data that is smaller or equal to the original set. This indicates that working with lower level sensors’ data should result in incorporating more useful information in the location estimator.

A RBPF structure was proposed to combine the noisy and heterogeneous sensor measurement data for this purpose. To include the pseudoranges, a Kalman Filter inside the RBPF framework was applied utilizing different error states to account for correlated error sources in the TOA measurement. For it, the Kalman Filter implements a multipath, a slow and a fast error states.

The estimator environment was tested using a combined outdoor/indoor scenario, where the proposed location engine outperformed indoor the more traditional estimator which uses the position calculated in the GPS device as sensor measurement instead of the raw pseudoranges. In outdoor areas, the traditional estimator was still better and this indicates the need to improve our pseudorange models.

Future work will be done on refining the applied pseudorange error models to improve the performance of the location estimator.
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